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As educators and school leaders return 
to campus after two years of significant 
upheaval and loss, many are prioritizing 
efforts focused on students’ well-being, 

including ensuring that students receive adequate 
mental health support. Throughout the COVID-19 
pandemic, some experts suggest that the stressors 
associated with the pandemic and learning from 
home may have impacted students’ mental health, 
potentially increasing students’ risks of self-harm 
and suicide.1 Given this increased concern about 
student mental health, many school districts 
have recently and rapidly adopted self-harm  
monitoring systems. 

Self-harm monitoring 
systems are computerized 
programs that can monitor 
students’ online activity 
on school-issued devices, 
school networks, and 
school accounts to identify 
whether students are at risk 
of dangerous mental health 
crises. These monitoring 
systems identify individual 
students by processing 
and collecting personal 
information from their online 
activities  and sending 
alerts about individual 
students and their flagged 
content to school officials. In some cases, these 
systems or school policies facilitate sharing this 
information with parents or third parties, such as 
law enforcement agencies. 

Despite their increased use, self-harm monitoring 
systems are an unproven technique for effectively 
identifying and assisting students who may be 
considering self-harm simply based on their online 
activities. School districts may overestimate the 
ability of self-harm monitoring systems to identify 

students and underestimate the importance of 
developing comprehensive policies and processes 
for using the systems. Due to the inherent limitations 
in a computer system’s ability to interpret context, 
these systems often inaccurately or mistakenly flag 
student content and over-collect confidential data.2 

The increased and rapid adoption of these systems 
raises important questions about the effectiveness 
and consequences of self-harm monitoring systems 
for students’ mental health, privacy, and equity. 
Monitoring systems can scan and monitor students’ 
searches, emails, documents, and online activities 

including social media and 
online communications 
on school-issued devices. 
Education leaders must 
carefully weigh the risks 
and harms associated 
with adopting monitoring 
technologies, implement 
safeguards and processes 
to protect students who 
may be identified, establish 
a strong communications 
strategy that includes school 
staff, students, parents,3 and 
caregivers, and ensure that 
their schools’ and districts’ 
monitoring programs and 
service-delivery systems do 
not exacerbate inequities. 

Further, schools must have the necessary mental 
health resources and professionals (school-based 
psychologists, counselors, and social workers) in 
place to support students identified by the program, 
which most schools across the country do not have.4 

Merely adopting monitoring systems cannot serve 
as a substitute for robust mental health supports 
provided in school or a comprehensive self-harm 
prevention strategy rooted in evaluated strategies 
that have evidence of effectiveness. Identifying 

Despite their increased 
use, self-harm monitoring 
systems are an unproven 
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students alone does not equate to supporting 
their mental health. Absent other support, simply 
identifying students who may be at risk of self-harm—
if the system does so correctly—will, at best, lead to no  
results. At worst, it can violate a student’s privacy or 
lead to a misinformed or otherwise inappropriate 
response. Schools must have robust mental health 
response plans in place to effectively support any 
students who may be identified before adopting 
monitoring systems. 

Without proper planning and recognition of 
monitoring systems’ limitations, using monitoring 
software as a self-harm detection tool can trigger 
unintended consequences. In particular, using 
self-harm monitoring systems without strong 
guardrails and privacy-protective policies is likely to 
disproportionately harm already vulnerable student 
groups. Potential harmful outcomes include:
 › Students being mistakenly flagged, 
 › Students being unfairly treated once flagged 

as a result of improper sharing of this status 
and bias or stigma around mental illness,

 › Students being subject to excess scrutiny by 
the school in ways that can be stigmatizing 
and alienating,

 › Students having mental health details or their 
flagged status inappropriately disclosed,

 › Students being needlessly put in contact with 
law enforcement and social services, or facing 
school disciplinary consequences as a result 
of being flagged,

 › Students having sensitive personal 
information, such as gender identity, sexual 
orientation, citizenship status, religious beliefs, 
political affiliations, or family situation revealed 
or shared, and

 › Students experiencing a chilling effect, 
making them hesitant to search for needed 
resources on school devices out of fear of 
being watched by school officials or flagged 
by the monitoring system.

All of these outcomes could ultimately undermine 
the primary goal of improving students’ mental 
well-being.5 To mitigate this, schools must:

 › Ensure they have sufficient school-based 
mental health resources and appropriate 
processes in place to support any students 
with mental health needs if they are 
accurately identified through self-harm 
monitoring technology,

 › Develop a robust mental health response plan 
beyond simply identifying students through a 
monitoring system, and 

 › Have well-developed policies governing how 
schools will use monitoring systems, respond 
to alerts, and protect student information 
before they acquire the technology. 

To help education leaders understand and 
weigh these risks, this report describes self-
harm monitoring technology and how schools 
use it, details the privacy and equity concerns 
introduced by these monitoring systems, points 
out challenges that undermine the accuracy 
and limit the usefulness of these systems for 
addressing student mental health crises, outlines 
legal considerations related to monitoring 
students for self-harm, provides crucial questions 
that school and district leaders should consider 
regarding monitoring technologies, and offers 
recommendations and resources to help schools 
and districts protect students’ privacy in the 
context of monitoring for self-harm. 

Schools must have robust 
mental health response 

plans in place to effectively 
support any students who 
may be identified before 

adopting monitoring systems
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Legal Compliance
Most schools adopted monitoring software long 
before self-harm monitoring software was available 
in order to comply with the Children’s Internet 
Protection Act (CIPA). When CIPA was enacted 
more than 20 years ago, the role of software was to 
block access to obscene or harmful online content, 
and monitoring typically took place in a computer 
lab, where teachers and school staff could view, 
in person, the content students were accessing 
on their school computers. Today, schools across 
the country provide students with various options 
to learn through technology, including requiring 
students to bring their own devices to school7 or 
providing them with school-issued laptops, tablets,8 
or mobile hotspots,9 dramatically increasing the 
breadth and invasiveness of monitoring that can 
occur. The type and extent of monitoring required by 
the law has been interpreted unevenly by different 
districts, ranging from fairly minimal approaches 
to much more extensive interpretations.10 The 
Federal Communications Commission (FCC) has 
yet to publish guidance on CIPA and monitoring. In 
addition to the lack of guidance on CIPA’s practical 

Schools often adopt self-harm monitoring 
technology with the best intentions: to help 
keep students safe and improve their well-
being. However, if implemented without 

due consideration to the significant privacy and 
equity risks posed to students, these programs may 
harm the very students that need the most support 
or protection, while ineffectively fulfilling their 
intended purpose of preventing self-harm. Before 
adopting self-harm monitoring technology, schools 
and districts should understand the risks self-
harm monitoring technology can pose to students’ 
privacy and safety, take thoughtful steps to mitigate 
those risks, and carefully weigh the risks against  
any benefits.6 After weighing the equities, some 
schools choose not to adopt this technology. When 
schools choose to adopt, strong privacy and equity 
practices must be identified and implemented.

Why do schools use 
monitoring technology? 

Schools generally use monitoring software with 
two goals: legal compliance and with the intention 
to keep students safe. 

Background: What Is Self-Harm Monitoring  
Technology and How Do Schools Use It?
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including identifying when students are facing 
mental health concerns and particularly when 
students are looking up information about self-
harm or suicide. 

Many policymakers and educators hope that these 
monitoring systems can help schools identify 
students at risk of self-harm or suicide so that 
schools can direct them to help and resources 
they might not otherwise receive. For example, in 
early 2021, a Florida legislator sought funding for 

schools across the state to adopt the monitoring 
provider Gaggle to “protect Florida youth from 
suicide and self-harm.”14 Similarly, the North 
Carolina Coronavirus Relief Act 3.0 made $1 million 
“available to public school units to purchase one 
or more Gaggle safety management products to 
enhance student safety while providing remote 
instruction.”15 Local education leaders also see 
a need to adopt self-harm monitoring systems. 
In 2019, for example, a school system in Wilson 
County, Tennessee expanded its monitoring 
system, designed initially to detect violent threats 
to school safety, to also scan student-created 
content on school devices, such as emails and 
online posts, for signs of self-harm. A counselor 
in the school district described the monitoring 
system as generating red flags in response to 
keywords, including “self-harm,” “suicide,” and 
“overdosing,” or phrases such as “I just want to 
cut myself.”16 Importantly, the district noted that the 

application, there is also no guidance on how CIPA 
interacts with the Family Educational Rights and 
Privacy Act (FERPA), a federal education privacy 
law that grants parents and students specific rights 
to student education records. For more on FERPA’s 
application to student monitoring, see page __. 

Remote learning during the COVID-19 pandemic 
(see Box 3 discussing the effect of the pandemic) 
has only increased student usage and reliance 
on school-mediated technology, especially take-
home internet hotspot devices issued by schools 
to help close the digital divide. In response to the 
pandemic, in August 2021, the FCC announced 
more than $5 billion in school and library-issued 
requests to fund 9.1 million connected devices, 
with 5.4 million broadband connections through 
the Commission’s Emergency Connectivity Fund.11 
Without clarity on CIPA’s requirements, schools 
may unintentionally over-surveil and over-collect 
sensitive, personal information about students or 
their families in an attempt to comply with the law. 
For example, monitoring on school-issued hotspot 
devices brought home by students may not be 
limited solely to school hours, and may capture 
internet activities of not just the student but also 
other members of the household. 

In addition to CIPA, schools may be subject to 
state-level filtering and cyberbullying laws that may 
require them to implement filtering and monitoring 
technology to ensure that students safely access 
the internet for school purposes. 

Keeping Students Safe
In addition to legal obligations, schools want 
to ensure the wellbeing of their students. The 
internet has enabled access to inappropriate 
content, bullying in cyberspace in addition to 
school hallways, and non-consensual sharing of 
intimate images. The rapid adoption by schools 
of communication and collaboration tools from 
Google and Microsoft, driven in part recently by 
remote learning needs,12 has also generated large 
volumes of student communications and digital 
content. Because of these factors, monitoring 
technologies are often appealing to many schools, 
families, and other education stakeholders who 
seek to know what students are doing online,13 

Before adopting self-harm 
monitoring technology, 

schools and districts should 
understand the risks self-

harm monitoring technology 
can pose to students’ privacy 

and safety, take thoughtful 
steps to mitigate those risks, 
and carefully weigh the risks 

against any benefits.
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compelling reasons why schools and districts may 
want to adopt self-harm monitoring technologies. 

Charged with the care of children, schools 
have clear incentives to look for straightforward 
indicators of self-harm risks; they would certainly 
want to catch students messaging classmates with 
a plain intention to harm themselves, or students 
querying a search engine for ways to die by 
suicide. But those circumstances—in which there is 
a clear, imminent danger of a student about to harm 
themselves—are fortunately rare, and scanning for 
self-harm using monitoring systems often seeks to 
identify situations that are much more ambiguous. 

What do schools monitor? 

Monitoring technologies generally work by 
scanning and flagging (marking for action by the 
system based on certain criteria) students’ online 
activities and content on school-issued devices, 
school networks, and certain school services 
(e.g. Google Workspace or Microsoft Office 365) 
for indications that a student may be at risk of 
harming themselves. 

program was incorporated in a larger process—
when such online activity is identified as a potential 
source of harm, counselors can then perform a 
risk assessment, involve parents, and offer mental 
health resources. In the first two months of 2019, 
Wilson County schools told News4 Nashville that 
they had identified 11 cases requiring intervention 
using their expanded monitoring system, although 
these cases were not limited to suicide-related 
comments and also included language related to 
drug use and sharing inappropriate photos.

Self-harm monitoring companies and the media 
have shared similar accounts and experiences 
from other school districts as well. In Caddo Parish 
Public Schools in Louisiana, the district’s instructional 
technologist reported that the self-harm monitoring 
system Lightspeed Alert helped identify a student 
contemplating suicide during the pandemic.17 In Las 
Vegas, a 12-year-old student was flagged by his 
school after he used his school-issued iPad to search 
for “how to make a noose.”18 Neosho School District 
in Missouri told NPR that the district has identified a 
struggling student at least once per semester, which 
enables them to conduct an early intervention.19 
These anecdotes illustrate just a few of the 
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or a school-provided wireless hotspot), self-harm 
monitoring software is typically installed only on 
school-provided devices. However, when there 
is monitoring of certain school-managed services 
(e.g. Google Workspace or Microsoft Office 365), 
monitoring can occur on both school-provided and 
personal devices since the monitoring software is 
scanning all content created in those accounts.

How does monitoring occur?

When monitoring software is scanning web traffic 
or specific applications, it could either 1) scan the 
content and only keep content when it is “flagged” 
as inappropriate or otherwise problematic,22 or 2) 
keep all of the content that is scanned so schools 
officials can retrospectively see the websites that 
specific students were visiting and some of their 
activities online. 

This process of reviewing, flagging, and alerting 
will be familiar to anyone that has ever received an 
alert from their credit card company of a suspicious 
transaction. While some schools deploy technology 
that simply emails an administrator when a student 
accesses an inappropriate website, email or 
search term,23 other schools use more intensive 
monitoring that creates a log of each student’s 
search and web browsing activity.24

As discussed above, CIPA specifically requires 
schools that receive federal E-Rate funding to filter 
and monitor20 students’ online activity to prevent 
them from accessing inappropriate content, such 
as graphic, violent, or sexually explicit material.21 
When schools adopt self-harm monitoring 
software, it often is an addition to this more general 
monitoring occurring in the district.

Each type of monitoring software is different, and 
may offer different features. Generally, monitoring 
software is either scanning all web traffic—the 
information received and sent in a web browser 
(such as Chrome, Firefox Safari, or Edge)—or 
monitoring the content of specific applications 
owned by the school, such as their email (such as 
Outlook or Gmail), file storage (such as Microsoft 
OneDrive or Google Drive), and school-managed 
chat applications (such as Google Chat or Microsoft 
Teams). Several monitoring software companies 
also provide an option for classroom management 
software, which allows a teacher to monitor the 
screens and web browsing of their students during 
a class session, and focus the class’s attention by 
preventing web browsing, pushing a web page to 
all students, or focusing student’s attention on a 
specific web page. Unlike general internet filtering 
software (which may filter or monitor student’s 
personal devices that connect to a school network 
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or emergency services.31 These more extensive 
monitoring services can allow school officials to 
see what each student has been doing online 
(and, with some software, can automatically send 
that information to parents).32 

How common is student 
monitoring in schools?

Monitoring technology has become prevalent in 
schools throughout the country. E-rate funding is 
provided to approximately 95 percent of schools,33 
so most schools have some web filtering and 
monitoring system that blocks access to content 
that is obscene or harmful to minors in order to 
comply with CIPA. In recent nationwide research 
with teachers whose schools use monitoring 
systems, 52 percent reported their school’s 
monitoring included flagging keyword searches, 
such as “accessing information on self-harm.” 
34 For example, more than 15,000 schools use  
the monitoring service Securly, and 10,000 
schools use the service GoGuardian.35 However, 
all of these services only advertise their number 
of subscribers for their general CIPA monitoring or 
classroom management services, and not for their 
specific self-harm monitoring service. As a result, 
it is unclear what percentage of their subscribing 
schools have chosen to use self-harm monitoring 
detection in addition to their existing monitoring 
services. In contrast, Gaggle, which is used in  
over 1,500 school districts,36 does not provide CIPA 
content filtering directly and focuses exclusively 
on self-harm, violence, and objectionable content 
monitoring. 

How is self-harm monitoring 
different from monitoring

generally? 

Self-harm monitoring systems present a new, 
significant turn from the way schools have used 
monitoring systems for content filtering and CIPA 
compliance over the past 20 years. By seeking to 
draw conclusions about students’ mental health 
status based on their online activities and initiating 
actions involving school officials and other third 

Monitoring services overwhelmingly employ 
algorithms that rely on scanning and detecting 
key words or phrases across different platforms. 25 
These algorithms can be based on simple natural 
language processing of keywords or may attempt 
to use other types of artificial intelligence26 to 
examine the context of the content to improve 
the reliability of the “flagging” process.27 Some 
monitoring services go beyond algorithms and 
employ a second step in their flagging process, in 
which the content is reviewed by the monitoring 
companies’ internal personnel to check for false 
positives or to review additional context to better 
understand the flagged content.28

The alerting process varies between services 
and in different situations. For many monitoring 
services, different content can trigger different 
alerts or responses. For example, terms or activity 
that monitoring services have grouped into lower-
level or less serious inappropriate content may 
simply be blocked.29 If more serious inappropriate 
content is flagged or detected, students may 
receive warnings by email for violations, and 
school administrators may be copied in instances 
of multiple warnings.30 When content indicating 
a possible threat to a student’s personal safety 
or the safety of other students is detected, it 
could result in direct personal notification to the 
school or, in extreme cases, to law enforcement 

While some schools deploy 
technology that simply 
emails an administrator 

when a student accesses 
an inappropriate website, 

email or search term,  other 
schools use more intensive 

monitoring that creates a log 
of each student’s search and 

web browsing activity. 
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offers a “Student Self-Harm Detection” tool that 
is described as detecting “self-harm content in 
school Google Workspace and Microsoft 365 
apps.”41 Securly Auditor and Gaggle similarly 
monitor content in school Google Workspace and 
Microsoft 365 apps. While not the primary focus 
of this report, a relatively small number of schools 
have also used dedicated tools that scan students’ 
social media posts for indicators of self harm or 
other threats.42

parties based on these inferences, self-harm 
monitoring systems introduce greater privacy risks 
and unintended consequences for students.

Several online monitoring companies that market 
to schools have expanded their services to offer 
monitoring technology that specifically seeks to 
identify students at risk of self-harm or suicide. 
These services employ the same general flagging 
and alerting process described above, but with 
a specific focus on content that might implicate 
suicide or other forms of self-harm. A range of 
content may be flagged, and the appropriate 
response or alert may depend on the severity of 
the content, such as whether intentions of self-
harm appear with evidence of an imminent plan.37 
For example, the monitoring company Lightspeed 
has a product called “Alert”, which employs 
“safety specialists”38 who escalate immediately “to 
district safety personnel and/or law enforcement, 
enabling early intervention”39 if a student’s plan 
to harm themselves is deemed imminent. The 
monitoring company GoGuardian offers the alert 
service “Beacon,” which scans browser traffic to 
and from “search engines, social media, emails, 
chats, apps, and more” for “concerning activity 
surrounding self-harm and suicide.”40 Managed 
Methods, a student online monitoring service, 

By seeking to draw conclusions 
about students’ mental health 
status based on their online 

activities and initiating actions 
involving school officials and 

other third parties based on these 
inferences, self-harm monitoring 

systems introduce greater 
privacy risks and unintended 
consequences for students.
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‘SEL Journal,’ a reference to social-emotional 
learning” taught as part of the school curriculum. In 
another instance, it “flagged the term ‘suicidal’ in a 
student’s document titled ‘mental health problems 
workbook.’”45 Gaggle’s CEO shared that a student 
“wrote in a digital journal that she suffered with 
self esteem issues and guilt after getting raped,” 
which allowed school officials to “‘get this girl help 
for things that she couldn’t have dealt with on her 
own.’” The Guardian reported in 2019 that school 
officials had received “red flags when students tell 
each other sarcastically to ‘kill yourself’, talk about 
the band Suicide Boys, or have to write a school 
assignment on the classic American novel To Kill 
a Mockingbird.”46 Education Week reported that in 
Evergreen Public Schools in Washington State, at 
least a dozen students were flagged by monitoring 
software when they “stored or sent files containing 
the word ‘gay.’”47 These incidents demonstrate 
how monitoring systems can both flag innocuous, 
extraneous content and create significant privacy 
incursions of sensitive student information. These 
privacy incursions and the related legal concerns for 
the districts running monitoring software (described 
on page __) can be exacerbated when the majority 
of content flagged occurs when students are at 
home outside of normal school hours.48 

Simultaneously, deploying self-harm monitoring 
technology raises important privacy and equity 
considerations that education leaders must 
consider. Schools and districts that consider 
or use self-harm technology must therefore 
weigh the harmful implications of using this 
technology against the uncertainty of its benefits 
or effectiveness. The section below outlines these 
specific privacy and equity considerations.

Schools often adopt self-harm monitoring 
technology with the best intentions: to help keep 
students safe. However, if implemented without 
due consideration of the significant privacy and 
equity risks posed to students, these programs 
may harm the very students that need the most 
support or protection, while ineffectively fulfilling 
their intended purpose of preventing self-harm. 

While monitoring companies claim to have flagged 
thousands of instances of self-harm content, there 
is no information available about how many of the 
students that were identified in these examples 
were found to be truly at-risk of self-harm as 
diagnosed by a mental health professional, how 
many students in these districts were at-risk but not 
picked up by the system, and what the context and 
size of the student population are in these publicized 
cases. No independent research or evidence43 has 
established that these monitoring systems can 
accurately identify students experiencing suicidal 
ideation, considering self-harm, or experiencing 
mental health crises.44 Self-harm monitoring 
technologies remain unproven as a prevention 
strategy and have not been substantiated by mental 
health professionals and clinicians as an effective 
tool for addressing mental health crises. 

It is difficult to conclude the effectiveness and benefit 
of self-harm monitoring systems based solely on a 
few anecdotal examples shared by school districts 
and monitoring companies, especially when there 
are countervailing anecdotes of false flags and 
invasions of privacy. For example, The 74 reported 
in 2021 that the monitoring software Gaggle, 
used in Minneapolis Public Schools, “flagged the 
keywords ‘feel depressed’ in a document titled 

Concerns and Challenges Associated with Monitoring 
Technologies: Important Considerations for School Districts

The 74 reported in 2021 that the monitoring software Gaggle, used in Minneapolis Public Schools, 
“flagged the keywords ‘feel depressed’ in a document titled ‘SEL Journal,’ a reference to social-

emotional learning” taught as part of the school curriculum. In another instance, it “flagged the term 
‘suicidal’ in a student’s document titled ‘mental health problems workbook.
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orientation, gender identity, disability status, or 
experiencing homelessness.51 Moreover, students 
who are identified as “at-risk”  may feel they have a 
target on their backs, with their personal struggles 
given limited privacy in school.

When schools use monitoring software, students 
deserve clear policies around what data is 
collected, who has access to it, how it will be 
used, and after what period it will be destroyed. 
Students deserve the assurance that all collected 
data will not be misused and that data collection 
and storage will be privacy-protective. Students 
deserve to have their schools held accountable, 
with clear consequences for those who put 
student privacy at risk by violating data sharing 
protocols. And students, educators, and families 
all deserve transparency.

The following privacy, equity, and implementation 
considerations guide the analysis in the following 
section. School leaders should ask themselves 
these key questions as they consider implementing 
a self-harm monitoring system:

Before adopting self-harm monitoring 
technology, schools and districts should 
understand the risks self-harm monitoring 
technology can pose to students’ privacy 

and safety and carefully weigh those risks against 
any benefits. 

Schools have widely and rapidly adopted self-
harm monitoring technologies, despite the fact that 
they are relatively new and unstudied.49 Over the 
past two years, adoption increased as concerns 
grew about students struggling with mental 
health during the COVID-19 pandemic.50 These 
facts raise important questions about the privacy 
risks and implications of monitoring that schools 
must carefully consider prior to implementation 
and revisit regularly. Such privacy risks may lead 
to disproportionate harms to students who are 
identified by self-harm monitoring, with especially 
inequitable consequences for systemically 
neglected groups of students. Suicide and self-
harm disproportionally affect these vulnerable 
student populations, such as certain students who 
are minoritized in terms of race/ethnicity, sexual 

Privacy and Equity Concerns Raised  
by Self-Harm Monitoring Technology
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because the connection between the tool and the 
steps required to achieve the goal are not evident. 
Specific goals define the problems to be solved and 
provide benchmarks to measure how successfully 
the chosen tool addresses the problem. Schools 
should have a clear explanation for why self 
harm monitoring is necessary, as opposed to, for 
example, establishing deeper systems of school-
based mental healthcare and providing more 
robust preventative care resources to students. 
If the benefit of adopting self-harm monitoring 
technology will not outweigh the privacy and equity 
risks, and if there are other ways to fulfill the goals 
of the mental health support program, schools and 
districts should reconsider monitoring altogether.

If monitoring technology is adopted, it must be 
implemented as just one component of the broader 
mental health response plan. Identifying students 
alone does not support students or give them 
access to help. Monitoring companies  agree that 
effective self-harm monitoring cannot solely rely 
on software and must be part of a comprehensive 
mental health approach by schools.52 Absent other 
support, simply identifying students who may be at 
risk of self-harm—if the system does so correctly—
will, at best, lead to no results. At worst, it can 
violate a student’s privacy or lead to a misinformed 
or otherwise inappropriate response. 

 › How will the school district create a school-
wide mental health support program that is 
equitable and inclusive, and how does the 
technology fit into that program?

 › Does the school district employ staff (e.g. 
school psychologists, school counselors 
and school social workers) with expertise to 
address mental health concerns that may  
be detected? 

 › What kinds of information do monitoring 
systems identify and flag, is the system 
collecting more information than the  
purpose requires, and how long will the  
data be retained?

 › What harms, such as stigma or discrimination, 
may stem from collecting and/or sharing 
students’ information or flagged status?

 › Who has access to the information identified  
or flagged, and do they have a legitimate 
health or educational purpose for accessing it?

 › How is student information shared with third 
parties, if at all, and are such disclosures 
permitted by law?

 › How does the school district plan to provide 
transparent communication with families and 
students about monitoring policies, and how 
have they ensured that monitoring plans meet 
community needs?

How will the school district create 
a school-wide mental health 
support program that is equitable 
and inclusive, and how does the 
technology fit into that program?

Merely adopting monitoring systems cannot serve 
as a substitute for robust mental health supports 
provided in school or a comprehensive self-harm 
prevention strategy rooted in well-developed 
medical evidence. Schools must have robust 
mental health response plans in place to effectively 
support any students who may be identified 
before adopting monitoring systems. Schools and 
districts should carefully consider and discuss the 
extent to which self-harm monitoring is necessary 
and beneficial to the goals of their mental health 
support program, and, if so, craft evidence-based 
policies to manage the privacy and equity risks. 
These goals need to be clearly stated and specific 
in their scope. Goals such as “improving student 
mental health,” or “saving lives” are too general 

Schools and districts should 
carefully consider and 

discuss the extent to which 
self-harm monitoring is 

necessary and beneficial 
to the goals of their mental 

health support program, 
and, if so, craft evidence-
based policies to manage 

the privacy and equity risks. 
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What kinds of information do 
monitoring systems identify and 
flag, is the system collecting more 
information than the purpose 
requires, and how long will the  
data be retained?

Identifying content indicating a student’s intent to 
self-harm is more challenging than it may seem. 
The data and activities that each monitoring 
system flags vary. A system may flag a student’s 
activity when their content matches specific words 
or phrases, based on an algorithm or a machine 
learning model.54 As a result, monitoring systems 
often fail to capture context or correctly interpret 
colloquial language that many students use. Peer-
reviewed empirical research has repeatedly shown 
that context is extraordinarily difficult for most 
computer programs to accurately interpret,55 such 
that monitoring systems end up simply searching 
for certain words and flagging them without the 
capacity to determine what they mean and how 
they are being used. A computer program is 
therefore prone to interpret many innocuous 
phrases as dangerous language and raise alerts, 
thereby flagging content unrelated to any mental 
health condition or any intent to self-harm.56 

For example, the search history of a student 
conducting research on the poet Sylvia Plath or 
grunge-rock legend Kurt Cobain—both of whom 
died by suicide—might look remarkably similar to 
a monitoring system as the searches of a student 
suffering from depression. Similarly, students 
who share innocuous posts using slang about a 
“photobomb” or how their parents are “killing 
them” may be mistakenly flagged for using terms 
associated with violence.57 This is an inherent 
shortcoming of using monitoring technology as 
a self-harm reduction strategy; it can penalize 
students for conducting research or expressing 
and exploring their feelings in developmentally 
normal ways. Published research studies58 
on the subject suggest that monitoring and 
flagging student content in this way can have a 
chilling effect59 on students’ healthy and natural 
exploration while making students hesitant to 
seek help when they need it.60

While some monitoring systems may include a 
broad range of default categories and indicators 
out of a well-intentioned belief that it is best to 

Does the school district employ 
staff with mental health expertise 
to address concerns that may 
be detected through self-harm 
monitoring systems? 

It is imperative that schools employ professionals 
with the expertise (e.g. school psychologists, school 
counselors and school social workers) necessary to 
identify and address mental health concerns such as 
depression and anxiety. Unlike these professionals, 
teachers and school administrators are typically 
not licensed to identify and address mental health 
concerns and crises. In the absence of staff with 
this specialized knowledge and training, mental 
health misconceptions can drive and negatively 
influence even the best-intentioned efforts to help 
students. The American Civil Liberties Union found 
in 2019 that millions of students nationwide attend 
schools with no counselors, no school nurses, 
no school psychologists, and no school social 
workers.53 Lack of in-school personnel and support 
means that flagging students via monitoring does 
not necessarily lead to help and resources for 
the students when there are none available in 
the school for them to receive. Likewise, simply 
informing a student’s parents that their child has 
been flagged by a school monitoring system as 
at-risk for self-harm will not necessarily result in 
the student receiving appropriate mental health 
supports—many parents may be left unsure what to 
do with this information, especially in the absence 
of in-school or community-based resources and 
services that they can access.
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This disproportionate flagging of LGBTQ students 
by monitoring systems can expose them to the 
privacy harms associated with monitoring and can 
even directly endanger their safety by exposing 
their sexual orientation or gender identity to school 
officials, families, or third parties. For more on the 
unique harms LGBTQ students may face as a result 
of monitoring technology in schools, and the legal 
implications of disparate flagging, see page ___ 
and Boxes 1 and 2.

Finally, a key factor in limiting unnecessary over-
collection of student information revolves around 
schools’ and monitoring providers’ data retention 
and deletion practices. Data collection and 
retention will vary by monitoring system, and in 
some cases by type of data collected (e.g. students’ 
web browsing history, email messages, drive files, 
etc.). One system, for example, monitors student 
emails by sending a copy of each email to the 
monitoring system and analyzing it for indicators 
of self-harm or other content that the system flags. 
If content is flagged, the student’s email is saved 
and the monitoring system sends an alert to school 
administrators. If content is flagged, the student’s 
email is saved and the monitoring system sends an 
alert to school administrators. If nothing is flagged, 
the copy of the email message is discarded.63

School leaders and monitoring companies should 
specify the period of time for which student 
information is retained by schools and by the 
company. School district leaders should consult with 
their state archives or records officer to determine 
the retention schedule for any data collected on 

capture any and all alarming student content 
possible, flagging overbroad keywords can reduce 
a monitoring program’s potential effectiveness. In 
systems with a more narrow self-harm focus, school 
officials may be able to expand alert settings to 
monitor categories such as profanity. Including such 
overbroad indicators increases the administrative 
burden on school officials and provides little 
benefit, inundating them with vast amounts of 
normal student content that require extensive staff 
time and effort to review. This makes it harder for 
school staff to notice and identify flagged content 
actually related to risk of self-harm, and detracts 
time and resources from providing useful follow-up 
for any true risks and student needs.

Moreover, some monitoring systems flag data 
and activities by default that are unrelated to self-
harm but that the school district or monitoring 
company may consider otherwise inappropriate or 
concerning. For example, Buzzfeed reported in 2019 
that one monitoring company included “LGBTQ-
related words like ‘gay,’ ‘lesbian,’ and ‘queer’” as 
keywords that sent alerts to school officials (under 
the category of keywords that were monitored “in 
the context of possible bullying and harassment”).61 
Other monitoring companies have filtered and 
blocked access to websites related to health 
resources for LGBTQ teens, news outlets that cover 
LGBTQ issues, anti-discrimination advocacy pages, 
and professional associations for LGBTQ individuals 
as part of their general monitoring regimen.62 These 
flags and blocks risk inadvertently disclosing a 
student’s gender identity or sexual orientation. 
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systems should flag, tailor systems narrowly to 
respond to actual risks, and think critically about 
how they address identified concerns.

What harms, such as stigma or 
discrimination, may stem from 
sharing of students’ information or 
flagged status?
Using self-harm monitoring systems raises 
potential risks of stigma or discrimination. Biases 
embedded in public perception and media lead 
to exaggerated fears that students experiencing 
mental health challenges are prone to violent 
acts,65 even though most people with mental 
health needs have no propensity for violence.66 
As a result of such biases, school staff may treat 
flagged students differently from their peers or 
subject them to additional scrutiny. The common 
but false assumption that flagged students may be 
violent can increase harmful stigmas toward the 
students who need support and can lead them, 
especially systematically neglected students, to 
experience disproportionate rates of discipline.67 

For example, in 2018, Florida passed a law68 
requiring schools to collect information from 
students at registration about past mental health 
referrals, while the state’s school safety commission 
proposed that “students with IEPs  [Individualized 
Education Programs] that involve severe behavioral 
issues” should be referred to threat assessment 
teams,69 which are committees created in the 
wake of the tragic Parkland school shooting to 
evaluate whether individual students pose threats 

students. Before publishing a retention schedule, 
school districts should determine whether any 
information collected through monitoring would 
be considered sensitive. Sensitive information, 
meaning any information that could adversely 
impact a student’s educational or employment 
prospects, or could jeopardize a student’s privacy 
or well-being by being shared, should be deleted 
as soon as legally allowable.

School districts should publish a retention schedule 
as part of their transparent communication about 
policies around the use of monitoring technology 
and should include information on how information 
will be destroyed once it is no longer needed. For 
example, in 2019, Montgomery Public Schools, 
Maryland, became the first district in the country 
to publicize a policy to annually delete student 
information from certain systems, such as internet 
search histories from the district’s internet 
content filtering and classroom management 
provider.64 This plan provides a strong example of 
appropriately limiting data retention and can serve 
as a model of effective student data retention 
policies for other school districts.

Increased data collection and sharing without clear 
justification frequently overwhelms administrators 
with information, undermines effective learning 
environments, casts suspicion on already 
marginalized students, tends to punish or criminalize 
students’ medical struggles or disabilities, increases 
inequities, and can fail to promptly identify 
individuals who may be at true risk of self-harm. To 
mitigate these drawbacks, schools should develop 
clear guidelines about the kinds of material that 

While some schools deploy 
technology that simply 
emails an administrator 

when a student accesses an 
inappropriate website, email  

or search term,  other schools 
use more intensive monitoring 

that creates a log of each 
student’s search and web 

browsing activity. 
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Situations like these demonstrate the potential 
harms of invasive or disciplinary school responses 
to information about a student struggling with 
mental health. Stigma is unfortunately real and 
should not be underestimated. Punitive responses 
contradict the goals of self-harm protection 
programs because they discourage students from 
seeking the help they need and engaging openly 
with mental health counselors or other healthcare 
providers. While monitoring companies claim their 
products help schools save lives, students may 
ultimately experience harm by not searching for 
resources that could help them out of a fear of 
being identified by school officials. Students who 
may be considering self-harm or who are struggling 
with their mental health can be disincentivized 
from seeking help if they fear that all help sought is 
monitored. Moreover, students who are identified 
as “at-risk” may feel like they have a target on their 
backs, with their personal struggles facing scrutiny 
in school. Students’ opportunities should not be 
limited, either by mental health challenges or by 
violations of their privacy. 

The risk of students being unfairly treated or 
experiencing discrimination as a result of a self-
harm flag can be particularly high in schools and 
districts without enough school-employed mental 
health professionals—for example, school-based 
counselors, school psychologists, social workers, 
and nurses—a shortage that unfortunately afflicts 
most schools.72 For detailed information on the 
potential discriminatory harms and stigma-related 
effects that can arise once a student is identified, 
see Boxes 1 and 2. 

of violence to the school community. Policies such 
as these immediately put students who struggle 
with mental health on a separate tier of scrutiny and 
potential disciplinary action due to deeply ingrained 
societal stigma, without leading to improved 
support or mental healthcare resources for the 
students. These policies could also have a chilling 
effect on disclosure. Parents are likely to worry that 
if their “children’s mental health history becomes 
part of their school records, it could be held against 
them.”70 These concerns could result in a loss of 
trust and an unwillingness to provide schools and 
districts with sensitive information. In some cases, 
parents and students may even be disincentivized 
from seeking mental health treatment for fear that 
disclosure will harm their future opportunities.

In some cases, even when students seek help on their 
own, they may experience negative consequences. 
In one extreme example, the Bazelon Center for 
Mental Health Law represented a college student 
who voluntarily admitted himself to a campus 
hospital after a close friend died by suicide.71 When 
he checked in, the campus hospital shared his 
health information with university administrators. 
The next day, while still in the hospital, the student 
received a letter from the university charging him 
with a violation of the disciplinary code, allegedly for 
endangering himself. The student was suspended 
from school, barred from entering the campus 
(including to see his psychiatrist), and threatened 
with arrest if he returned to his dormitory. While his 
father and friends removed his belongings from 
his dorm room, he was forced to sit in a car with a 
university official. 
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Beyond understanding the risk of criminalization and potential for referral to law enforcement, 
school districts should carefully consider the uniquely harmful impacts of monitoring on various 
systemically marginalized groups of students. Below are some examples of groups of students that 
may experience unique harms as a result of self-harm monitoring.
Students from Low-Income Backgrounds. Students from low-income backgrounds may not have a 
personal computer or internet access outside of the school campus or school-issued devices, leaving 
students without the ability to engage online free from their school’s monitoring system. Educators 
report that while 71 percent of schools who use monitoring do so on school-issued devices, only 
16 percent monitor students’ personal devices,73 leaving students without personal devices more 
prone to monitoring and any associated harms. Students without personal devices may be especially 
uncomfortable using school devices to seek support, if they know that these devices are subject to 
monitoring. These disparate impacts may be especially pronounced during the COVID-19 pandemic: 
while learning remotely, students have limited opportunities to seek more information or professional 
assistance beyond the internet and school-issued devices because they may have limited access 
to in-person resources. A survey in 2020 found that 8 percent or 4.4 million households do not 
have a computer always available. In households where 
a computer was always available, 60 percent received 
devices from the child’s school or school district.74 
Similarly, students experiencing homelessness are 
unlikely to have access to personal devices and may 
heavily rely on school-issued devices, while especially 
needing to use them to search for non-academic 
resources or supports. These contextual factors suggest 
that self-harm monitoring programs require clear and 
transparent boundaries, protocols, and appropriate 
privacy protections. Otherwise, such programs risk 
harming the students they intend to protect. 
Students Experiencing Language Barriers. Almost 5 
million students in schools across the country are English Language Learners, comprising 9 percent 
of all public school students.75 Students who are English Language Learners or multilingual, as 
well as students with disabilities, may be at especially high risk of false, inequitable flagging and of 
experiencing harm76 from being flagged by a monitoring system. Students who are English Language 
Learners may often use or interact with content in languages that school officials or a monitoring 
company do not understand or may interpret negatively.77 Deeply ingrained biases against students 
who are English Language Learners can especially influence suspicious and negative interpretations 
of their writing and activities.78 Similarly, students who are English Language Learners may sometimes 
lack the proficiency or cultural nuance to express themselves as non-English Learners would and 
may mistakenly use words or phrases that a monitoring program may flag or school officials may 
misinterpret as a threat to self. As a result, there is a high risk that intent and meaning may get lost in 
translation, and these students will end up flagged or penalized for innocuous language that school 
staff fail to accurately decipher. Language barriers or miscommunications and misunderstandings 
based on differential language use can also surface when monitoring technology scans the content 
of some students with disabilities. 
In addition, monitoring systems may utilize automatic, computerized translations when scanning 
student content in non-English languages. These computerized translations are frequently inaccurate 

Box 1. Monitoring Inflicts Particular Harms on Systemically
 Marginalized Groups of Students
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and fail to account for idiomatic language use or cultural nuance.79 For example, direct translation of 
a phrase meaning, “You’re annoying me,” from Korean to English resulted in widespread use of the 
phrase, “Do you wanna die?” in Korean-American communities.80 These inherent shortcomings of 
monitoring systems risk disproportionately targeting students who are English Language Learners. 
For more information on legal protections for students who are English Language Learners, see 
Legal Implications on page __.

Students with Disabilities. In addition to disproportionate 
risks of stigmatization and criminalization, students with 
disabilities may be especially harmed by the ways self-harm 
monitoring systems analyze student content and writing. 
Some students with disabilities may interact with online 
content or use speech differently than their non-disabled 
peers and may consequently face risks of disproportionate 
flagging because of the limitations of these systems in 
interpreting context. Speech that is a manifestation of a 
disability may be misinterpreted as a threat to self-harm by 
the monitoring software or by untrained school staff who 
are unfamiliar with the intersection of disability and mental 
health. This misinterpretation often occurs with students 
who have developmental or learning disabilities.81 School 
district leaders should be aware that disparate treatment of 
students with disabilities, including disproportionately and 
needlessly flagging them due to typical manifestations of their 
disabilities, can constitute discrimination and invite potential 

legal challenges under the Americans with Disabilities Act (ADA). For more information on legal anti-
discrimination protections for students with disabilities, please see Legal Implications on page 24.
Students of Color and Racial Minorities. In addition to harms stemming from sharing student 
information with law enforcement and referring mental health-related issues to law enforcement, 
students of color may disproportionately experience other harms from self-harm monitoring.
For example, natural language processing algorithms, which are used by monitoring systems, have 
been shown to analyze and interpret Black dialects of English used online less accurately than 
writing by white individuals online.82 Likewise, research at MIT shows many common automated 
tools that scan online content using natural language processing disproportionately flag writing 
from Black users.83 These examples demonstrate the technological shortcomings, and inequities, 
inherent in accurately monitoring online content. Such technological inaccuracies lead to racial 
disparities in students mistakenly flagged by monitoring systems and can cause students of color to 
disproportionately experience the harms related to mismanaged and privacy-violative monitoring.
Additionally, low-income youth of color and other vulnerable young people may have a very different 
relationship with school-based and medical-based systems of formal mental healthcare. These 
student populations may often look to community-based resources and peer social networks as 
their preferred sources of care and wellness.84 While many monitoring technologies proceed from 
the assumption that school-based systems of care are best positioned to support young people, 
that may not be the case for many youth. For many students, state-based systems of mental 
health screenings and services can trigger harmful episodes where they, or their caregivers, have 
had to deal with the child welfare system, criminal legal system, juvenile justice system, etc.85  

Box 1. Monitoring Inflicts Particular Harms on Systemically
 Marginalized Groups of Students
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School districts should keep the different needs and preferences of various student groups in mind 
and recognize that a one-size-fits-all approach to responding to student self harm will not equally 
benefit all students.
Another important consideration is the effect of high-surveillance schools86 on the academic outcomes 
and well-being87 of Black students and other structurally disadvantaged racial groups. These students 
may experience monitoring more as a form of surveillance and control of student behavior than as 
a mental health support tool, due to the greater prevalence of schools with harsh security and 
zero-tolerance policies in communities of color.88 In these cases, implementing a monitoring system 
can add to an atmosphere of surveillance and criminalization, thereby compromising students’ 
sense of comfort and support in their school environment. Research from John Hopkins University 
and Washington University shows that high surveillance schools can lead to lower test scores and 
graduation rates for Black students, as well as greater disciplinary disparities.89

LGBTQ Students. Besides facing the risks of discipline and criminalization described in Box 2, 
LGBTQ students face unique additional harms from having their digital activities monitored. These 
unique harms can be exacerbated depending on students’ school and home environments. 
Research shows that LGBTQ students who experience victimization or bullying in school face 
detrimental psychological outcomes, such as higher instances of depression, low self-esteem, 
increased isolation, and increased suicidal ideation, compared to non-LGBTQ peers.90 The American 
Psychological Association has reported91 that 64 percent of LGBTQ students feel unsafe in schools 
because of prejudice and harassment. Sixty percent of these students did not report these incidents 
to school officials due to fear the situation would be made worse or that the school would take 
no action to help them. Self-harm monitoring technologies that flag incidents of harassment and 
prejudice may result in these very fears for LGBTQ students, particularly in unsupportive school 
environments or without thoughtful protocols for handling flags. 
LGBTQ students have a unique interest in controlling who has information about their sexual 
orientation and gender identity to prevent incidents of harassment, particularly in situations of unsafe 
home or school environments. Nonprofit suicide-prevention organization The Trevor Project reports 
that about 50 percent of LGBTQ youth selectively and carefully decide which family members and 
teachers and in which contexts they disclose their sexual orientation or gender identity.92 In a national 
survey conducted by The Trevor Project, less than half of LGBTQ youth had disclosed their identity to 
an adult at school.93 Research has also found LGBTQ youth are more likely than their peers to seek 
identity-related resources and help online.94 Monitoring systems may discourage youth from seeking 
LGBTQ-affirming resources online if they fear surveillance, repercussions, or reporting or being outed 
to school staff, other students, or even their parents through the monitoring program. 
This ability to decide when and how to come out is a critical right that supports mental well-being, 
particularly when students are in situations where they may feel unsafe or unsupported. This 
includes school environments where students do not feel confident that their school leaders would 
support their identities if they were to report bullying or harassment. Consequently, exposing LGBTQ 
students as a result of monitoring, even with the good intention to help them, can in fact undermine 
their mental health and safety by damaging this important protective strategy.
School leaders concerned about the mental health of LGBTQ youth should work to create actively 
affirming and supportive school climates that respect students’ boundaries and privacy, and to 
provide resources and information in school related to sexual orientation and gender identity, rather 
than engage in monitoring that would invasively and forcefully expose these students.

Box 1. Monitoring Inflicts Particular Harms on Systemically
 Marginalized Groups of Students
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Even if schools do not explicitly regard students 
experiencing mental health challenges as threats 
or target them for discipline, monitoring can impact 
students’ natural exploration, academic freedom, or 
ability to find online communities and resources that 
are important for their well-being and mental health.

The National Association of School Psychologists 
reports that school surveillance can corrode learning 
environments by instilling an implicit sense that 
children are untrustworthy.95 Many organizations 
have noted that surveillance technologies such as 
social media monitoring and facial recognition can 
harm students by stifling their creativity, individual 
growth, and speech. The sense that “Big Brother” is 
always watching can destroy the feelings of safety 
and support that students need to take intellectual 
and creative risks—to do the hard work of learning 
and growing. For example, in one study of Texas 
high school students whose district monitored their 
social media accounts, students reported that even 
if they had nothing to hide, they nonetheless found 
it chilling to be watched.96 A recent national survey 
found that 80 percent of students who were aware 
of their schools using monitoring software reported 
being more careful about what they search online 
because of knowing that they are being monitored.97

Who has access to the information 
identified or flagged, and do 
they have a legitimate health or 
educational purpose for accessing it?
Because of the harms that can stem from sharing 
student information, a key privacy issue involves who 
can access information about which students have 
been flagged and the content collected by a self-
harm monitoring system. Schools should carefully 
consider which school staff receive information 
collected through monitoring technologies and 
what training and communication is being provided 
to this staff and limit this access to only those who 
need it to provide specific mental health-related 
follow-up and support to the students. Schools 
must also determine if the information may be 
lawfully disclosed to these individuals. 

Coordination among teachers, parents, 
administrators, and school-employed mental 
health professionals regarding identified students 
could help adults spot warning signs and establish 
comprehensive support plans for the students. 
Providing increased attention to students’ mental 

health from qualified individuals may result in better 
resources and increased care. However, simply 
having information about students’ mental health 
status, without the skills or capacity to provide 
specific follow-up or support, could damage 
teachers’ perceptions of the students or negatively 
affect how the wider school community treats 
such students. This may be especially true when 
teachers or school staff receiving this information 
do not have the training, qualifications, or 
responsibility for providing mental health-related 

support to students. Peer-reviewed research 
demonstrates that teachers do frequently 
inaccurately identify students as experiencing 
symptoms of depression and anxiety.98 As a 
result, students may experience the sharing of this 
information as an invasion of their privacy, resulting 
in feelings of stigmatization and mistrust. 

In addition to considering whether school staff are 
appropriately equipped to provide mental health-
related support to students, schools and districts 
should ensure that any staff with access to the 
information identified or flagged are trained on the 
district’s internal protocol for appropriately handling 
student information collected through monitoring. 
Staff must be trained to understand the sensitivity 
of the information being collected on students, 
understand appropriate disclosure and use 
limitations, and be familiar with how and when to 
appropriately escalate any concerns. They should 
also be trained on the myriad privacy and equity 
concerns that arise when students’ online activities 
are monitored surreptitiously. Finally, staff who 
may have access to student information collected 
through monitoring or who may be responsible 
for following-up with identified students must be 

... simply having information 
about students’ mental health 

status, without the skills or 
capacity to provide specific 
follow-up or support, can 

damage teachers’ perceptions 
of the students or negatively 
affect how the wider school 

community treats such students. 
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students’ flagged status, with third parties, such 
as law enforcement entities, hospitals, or social 
services providers. 

School districts may be inclined to share a student’s 
flagged status or mental health information with law 
enforcement because of biases and misperceptions 
that conflate mental health problems with violence, 
or even because of a lack of school-based mental 
health resources or expertise.101 This conflation of 
mental health disorders with violence may even 
be directly promoted by monitoring companies 
themselves; for example, Gaggle’s homepage 
prominently states that “70% of students who 
plotted school attacks showed signs of mental 
health issues.”102 

Sharing student information collected through self-
harm monitoring with law enforcement is a particular 
risk when schools monitor students’ online activity 
outside of school hours and school administrators 
are unavailable to respond to afterhours flags. 
Although sharing the information collected through 
monitoring software in this manner may stem from 
good intentions, underlying social inequities cause 
certain student groups to likely suffer particular 
harm when schools share their information with third 
parties or unduly refer them to law enforcement. 
Monitoring technology itself may not cause the 
systemic biases that lead particular student groups 
to experience harm when they are referred to 
law enforcement. However, school districts must 
recognize that having a monitoring provider 
generate law enforcement referrals for self-harm 
flags can criminalize normal adolescent behavior 
and subject students to these systemic biases.103 
School officials and education leaders must 
exercise utmost caution to not exacerbate existing 
systemic injustices for their students through their 
choice of monitoring provider—undermining the 
original goal of improving student well-being rather 
than endanger it.  

While harms may also occur from sharing 
student information with other third parties 
such as contracted mental health personnel or 
local psychiatric facilities,104 law enforcement is 
often the most common third party presence on 
school campuses, and existing societal inequities 
make sharing of student information with law 
enforcement particularly risky for many student 
groups (see Box 2 discussing vulnerable students 
and law enforcement). 

trained on the district’s broader mental health 
policies, including the school’s self-harm prevention 
and suicide intervention protocols.99 

Schools should also consider the potential risks 
and harms that can result from sharing information 
collected from monitoring with students’ parents. 
For example, some monitoring software flags terms 
related to sexual orientation or gender identity 
(such as “gay” and “lesbian”) as terms that signify 
potential bullying.100 If a student is searching for 
identity-affirming materials and their searches are 
flagged, what consequences might the student 
experience if the school shared that information 
with their parents, to whom the child may not 
have disclosed these identities? Children in these 
situations may face serious dangers to their safety 
and well-being if their home environments are 
not supportive. More information about this type of 
harm is presented above in Box 1.

Schools and districts should incorporate processes 
to appropriately ensure that these types of 
considerations are factored into how, if at all, parents 
are notified of flags containing sensitive information 
and what information collected from monitoring 
is shared with them. These considerations should 
fall within a broader approach of similar caution 
that schools must exercise when sharing flagged 
information with anyone because of the potential 
negative effects it may have on the identified 
student. Significant risks arise any time sensitive 
student information collected through monitoring 
is shared with any individual who does not directly 
need access to the information in order to provide 
mental health-related support.

How is student information shared 
with third parties, if at all, and are 
such disclosures permitted by law?
Another key privacy consideration is whether and 
how schools share student information collected 
from monitoring programs, including individual 
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In many cases, law 
enforcement officers, including 
school resource officers 
(SROs), are more common 
resources than counselors 
or school psychologists on 
school campuses. In 2019, 
the American Civil Liberties 
Union found that almost two 
million students attend schools 
with police officers but no 
counselors, three million attend 
schools with police officers but 
no school nurses, six million are 
in schools with police officers 

but no school psychologists, and ten million are in schools with police officers but no school social 
workers.105 In such contexts, schools may be more likely to frame and treat mental health needs as 
threats or disciplinary issues for law enforcement to handle, simply because they may lack access 
to school employed mental health professionals. 

For example, in some states, police officers, including SROs, are statutorily authorized to submit 
students to involuntary psychiatric examinations.106 A study by civil rights groups in Florida found that 
schools routinely refer “school children who make jokes, act out, exhibit normal manifestations of 
a known disability, or express ordinary sadness” for police-initiated psychiatric confinement, rather 
than connecting them to long-term, community-based care.107 This practice takes children away from 
their families without their consent, confines them in a psychiatric facility alone, and may lead to 
“devastating results, including trauma and abuse, for these children, as young as 6.”108 Florida is 
unfortunately not unique in over-involving law enforcement in issues related to student mental health 
to the detriment of students.109

In addition to creating stigma, this approach of framing potential mental health needs as a disciplinary 
problem to be handled by law enforcement often prevents students from receiving necessary 
medical treatment and unnecessarily entangles them in the criminal justice system. Needlessly 
referring students who may benefit from mental health services to law enforcement instead furthers 
existing inequities and perpetuates the school-to-prison pipeline.
This means student groups who are already marginalized and vulnerable are the ones most likely to 
be flagged by monitoring systems, seen as at-risk or dangerous by school staff, disproportionately 
referred to law enforcement, and most likely to be harmed by this referral. Students who are 
minoritized or marginalized in terms of race/ethnicity, disability, sexual orientation, gender identity, 
gender expression, or socioeconomic status are known to be disproportionately criminalized in this 
way and, in turn, are most likely to suffer additional harm if monitoring technologies lead to contact 
with law enforcement rather than mental health support.110 As discussed above, students who are 
English Language Learners or immigrants may be more likely to be mistakenly flagged by monitoring 
systems due to mistranslations or lack of cultural context. When this occurs, their safety or residency 
may be endangered through law enforcement contact.

Box 2. Intersections with Mental Health: Vulnerable students are likely to face 
disproportionate criminalization and harm from referral to law enforcement
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Does the school district have a 
plan for providing transparent 
communication with parents and 
students, and how have they ensured 
that the communication plan meets 
the needs of their community?
Transparency is an essential part of any data 
initiative. If families and students are unaware of the 
self-harm monitoring program, schools risk losing 

Black students and other students of color are especially harmed by disciplinary actions and law 
enforcement interactions:

 › Black students are suspended and expelled from school at three times the rate of their 
white peers.111

 › Approximately one-third of all students arrested at school are Black, despite only 
comprising 16 percent of the nation’s student population.112

 › Black children are more than 5 times more likely to be detained or incarcerated than  
white children.113

 › Native American and Native Hawaiian/Pacific Islander students are arrested in school at 2 
times the rate of white students.114

 › Black and Latino boys with disabilities comprise 3 percent of all students but 12 percent of 
all school arrests.115

 › Native American girls are arrested in school 3.5 times more than white girls.116

Harsh exclusionary discipline, criminalization, and law enforcement interactions already 
disproportionately harm students with disabilities, as schools often mistakenly view them as threats.

 › Children with learning and behavioral disabilities are arrested nearly three times more often 
than other students.117

 › Children with disabilities comprise up to 85 percent of youth in juvenile detention centers,118 
while only 37 percent of them receive educational accommodations and services for their 
disability in school.119  

 › Students with disabilities are suspended from school approximately twice as often as 
students without disabilities.120

 › A quarter of all children arrested at school are children with disabilities.121

LGBTQ students are already disproportionately criminalized and at risk of negative law enforcement 
interactions; referrals from monitoring programs to SROs and other law enforcement could increase 
this existing harm. LGBTQ students flagged through monitoring may face more likely referral to  
law enforcement, compared to non-LGBTQ students. Researchers have estimated 20 percent of 
youth involved in the juvenile justice system are LGBTQ, compared to 4–6 percent of youth in the 
general population.122

their communities’ trust and undermining the goals 
of their initiative. For example, if a student is flagged 
when their “mental health problems workbook” 
includes the word “suicidal,” it may feel like a 
violation of the confidential relationship between 
that student and the counselor or therapist who 
assigned them that workbook.123  

If school districts choose to adopt monitoring 
technology, they must do so transparently, 
in consultation with experts and community 

Box 2. Intersections with Mental Health: Vulnerable students are likely to face 
disproportionate criminalization and harm from referral to law enforcement
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as well as an opportunity to dispute it. Such 
proactive communication and transparency will 
allow students to make more informed decisions 
about how they use school devices in light of their 
school’s monitoring policies and will allow students 
and their parents greater agency in mitigating 
risks and harms related to being flagged. In fact, 
some state legislatures have recognized the 
importance of community engagement around 
monitoring systems. In California, there is a legal 
requirement that school districts notify parents 
and hold a hearing before they can engage in a 
program to monitor student social media, even if 
student profiles are public.125 

Finally, before implementing a self-harm monitoring 
program, schools and districts should ensure that 
their community has had a meaningful opportunity 
to provide input, raise concerns, and share their 
perspectives on the program. School leaders and 
administrators should consider students and their 
families as equal partners in selecting, vetting, and 
developing a self-harm monitoring program prior 
to implementation.

stakeholders, and focus on narrow and 
straightforward indicators of imminent self-harm. 
Schools should clearly inform families and students 
how their online activities are monitored and 
ensure they know the potential in-school or out-
of-school consequences of being flagged. Some 
monitoring companies have proactively enabled 
by-default transparency measures—for example, 
an icon that shows up near the top of a student’s 
browser when they are being monitored—that can 
assist schools in providing this transparency.124 

Schools and districts considering implementing 
a self-harm monitoring program should ensure 
families, students, and appropriate school staff 
understand how the technology works, the 
internal processes in place to respond to flagged 
material, which school staff have access to the 
information collected, and any opportunities 
students and parents may have for redress in 
the event of mistaken flags or harmful impacts 
of being flagged. In particular, when a student is 
flagged, they and their families deserve access 
to the information used to make that decision, 
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Beyond questions about the initial accuracy of 
identifying students in need of support, there 
are practical challenges to this identification 
actually leading to the students receiving support, 
including the widespread lack of qualified mental 
health personnel in schools. Flagging at-risk 
students can only be useful if effective follow-up 
plans and mental health resources are in place for 
the identified students. 

In addition to understanding the privacy and equity 
risks, school and district leaders should also be 
aware of the many practical challenges involved in 
implementing self-harm monitoring. As discussed 
above, the efficacy of monitoring technologies for 
reducing self-harm has not been fully evaluated 
and the technologies have not been substantiated 
by mental health professionals or clinicians as an 
effective tool for addressing mental health crises. 

Context increasingly matters, as the COVID-19 pandemic and resulting shift to remote learning have 
placed both physical and emotional distance between students, educators, and other school staff. 
Many schools have turned to self-harm and suicide monitoring technologies in an attempt to fill any 
potential rifts created by remote learning126 and in response to growing concern about the impact of the 
pandemic on student mental health.127 For example, the number of users of the provider GoGuardian 
(across all its monitoring services, not just its self-harm monitoring product) has rapidly expanded by 
60 percent during the pandemic128 and it is now used by 23 of the 25 largest school districts in the 
country.129 Some reports have suggested that this expanded monitoring is necessary, as educators 
may have felt better equipped to understand when a student required mental health assistance and 
intervene by using in-person cues, such as a student’s demeanor and appearance, and may struggle to 
understand when their students may need help as they learn remotely.130 

In reality, it is difficult to trace how precisely the pandemic has impacted student mental health.131 
Some students’ mental health may have declined during the pandemic due to combined factors 
such as the pressures of isolation, the stress and challenges of trying to learn without direct access 
to teachers in person, anxiety about the pandemic generally, technology problems, COVID-related 
loss and illness in the family, and unstable home environments.132 Regardless, these increased 
mental health-related concerns must be balanced with protecting student privacy.

Some well-meaning school administrators may consider these increased pandemic-related stressors 
as all the more reason to instate self-harm monitoring technology, regardless of whether teachers 
were previously able to pick up on in-person signs of mental health crisis accurately. However, 
it is important for school administrators to remember that self-harm monitoring technology is not 
evidence-based, and its implementation in the absence of privacy-protective practices and thoughtful 
implementation policies can in fact harm students, regardless of any greater mental health needs 
during the pandemic. School administrators should remember that these technologies should only 
be deployed as part of a multi-pronged program of well-developed mental health supports.

Box 3: Spotlight on COVID-19: Additional Considerations and Barriers 
 to Effectiveness During Remote Learning
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In addition to understanding privacy and equity 
impacts, schools should be aware of important 
legal implications associated with adopting 
monitoring technologies and collecting student 

information related to mental health and potential 
to self-harm. In addition to CIPA (see p. __), there 
are several federal laws and protections that may 
influence how school districts can implement self-
harm monitoring programs, manage the student 
information collected through such programs, and 
interact with students identified through self-harm 
monitoring. Additional state laws may apply as 
well. Schools should be aware of federal and state 
regulations that may apply to student information 
collected through student monitoring technologies 
and weigh these legal implications when deciding 
whether to adopt monitoring programs. Schools 
should be sure to consider:

 › FERPA and Student Privacy. The Family 
Educational Rights and Privacy Act (FERPA) 
is the main federal privacy law that applies to 
student information. In addition to requiring 
schools to safeguard student data and 

Legal Considerations for School Districts

restricting the parties to whom schools can 
disclose personal information from student’s 
education records without parental consent, 
FERPA affords students and their caregivers 
or parents certain rights regarding their 
information. Parents and caregivers have the 
right to access and correct their children’s 
education records, and this right transfers to 
students when they reach the age of 18 or 
enroll in postsecondary school. Generally, 
FERPA protections, including limitations on 
disclosure of student information, apply to 
information gathered via self-harm monitoring 
technology. If parents submit a FERPA request 
for information collected and maintained via 
self-harm monitoring technology, the law would 
very likely require schools to provide the parent 
with the opportunity to inspect that information. 

 › ADA and Section 504 Disability 
Discrimination. The Americans with 
Disabilities Act (ADA) is a comprehensive 
non-discrimination law that provides civil 
rights protections in all areas of public life 
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to all individuals with disabilities. Likewise, 
Section 504 of the Rehabilitation Act provides 
civil rights protections to all individuals with 
disabilities in institutions that receive federal 
funding, which applies to most public schools.133 
Both the ADA and Section 504 define disability 
broadly as a physical or mental impairment 
that substantially limits one or more major 
life activities, a record of such an impairment, 
or being regarded as having such an 
impairment.134 This means that under these two 
laws, mental illness is considered a disability, 
and disability discrimination includes differential 
treatment arising from the perception of 
someone having a mental illness, regardless of 
actual diagnosis.135 This is important information 
for schools to consider. All children flagged as 
at risk for self-harm are, by definition, perceived 
by their school as having a mental health 
disability that impedes their safety, and are 
receiving differential treatment accordingly. As 
a result, school districts should be aware that 
two different disability-related protections may 
be triggered when a school flags a student as 
at risk for self-harm due to potential mental 
health problems. One is privacy protections 
that the ADA provides regarding disclosure of 
a perceived disability/mental health condition; 
the other is non-discrimination protections for 
these students under both laws. School districts 
should carefully consult with their legal counsel 
around disability protections and examine 
their follow-up practices to ensure they do not 
treat students flagged through monitoring in 
discriminatory ways.136

 › Fourth Amendment Considerations. Whether 
monitoring students’ use of school-issued 
devices and services at home constitutes an 
unreasonable search or seizure under the 
Fourth Amendment remains an open question. 
The Fourth Amendment implications are also 
exacerbated when many of the monitoring flags 
occur outside of school hours. In Minneapolis 
Public Schools, for example, approximately 
three quarters of incidents that the district’s 
monitoring system reported to school officials 
took place outside of school hours.137 In a 
recent survey of teachers whose schools use 
monitoring software, only 25 percent reported 
that monitoring is limited solely to school hours 

...there are several federal 
laws and protections  

that may influence how 
school districts can 

implement self-harm 
monitoring programs, 
manage the student 

information collected 
through such programs, 

and interact with students 
identified through  

self-harm monitoring.

and 30 percent reported that their school 
monitors students all of the time.138 As yet, no 
Supreme Court jurisprudence has addressed 
the question of whether monitoring students 
online while they are at home (whether they 
use a personal or school-owned device or 
whether they are connected to their personal or 
school-provided network) constitutes a Fourth 
Amendment violation.139 This is especially 
important during the COVID-19 pandemic; in 
most cases, students are engaging in their 
virtual classrooms from the privacy of their 
homes. Schools and districts should keep in 
mind the unique sensitivities that arise when 
monitoring students while they are off campus 
or learning from home. 

 › Title VI.  Schools should be aware that 
monitoring students’ online behavior could 
possibly implicate Title VI considerations. 
Title VI of the Civil Rights Act of 1964 prohibits 
discrimination on the basis of race, color, 
or national origin in any program or activity 
that receives Federal funds or other Federal 
financial assistance, which includes all 
public schools.140 The use of these protected 
characteristics or close proxies of these 
protected characteristics (such as English 
Language Learner status) in monitoring 
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or profile-building could thus be a trigger 
for potential anti-discrimination concerns, 
particularly if students who are racial or ethnic 
minorities are disproportionately flagged 
by school’s monitoring systems or receive 
disparate treatment as a result.

 › Other Legal Protections for English Language 
Learners. Several laws protect the rights 
of English Language Learners. The Equal 
Educational Opportunities Act (EEOA) of 1974 
prohibits discrimination against students. 
It also requires school districts and states’ 
departments of education to take action 
to ensure equal participation for everyone, 
including removing language barriers for 
ELL students. Additionally, the Every Student 
Succeeds Act (ESSA) of 2015 authorizes 
the U.S. Department of Education to award 
grants to state education departments, which 
may issue them as subgrants to K–12 school 
districts. The subgrants are intended to go 
toward improving ELL students’ instruction and 
abilities to meet state academic content and 
achievement standards. By accepting these 
federal funds, districts are required to provide 
language accommodations to non-English-

speaking families. The Supreme Court case 
of Plyler v. Doe also provides protections and 
rights for students who are English Language 
Learners in schools.141

 › Title IX.  Schools should also be aware that 
monitoring students’ online behavior could also 
potentially implicate Title IX considerations 
if monitoring has the effect of exposing the 
sexual orientation and gender identity of 
students in harmful, discriminatory, or disparate 
ways. Title IX of the Education Amendments 
of 1972 states that “No person in the United 
States shall, on the basis of sex, be excluded 
from participation in, be denied the benefits 
of, or be subjected to discrimination under any 
education program or activity receiving Federal 
financial assistance.”142 A recent Supreme Court 
decision, Bostock v. Clayton County, held that 
Title IX also encompasses discrimination based 
on sexual orientation.143 As some monitoring 
systems and schools may include words or 
phrases related to sexual orientation or gender 
identity144 that trigger alerts to school officials, 
that screening may implicate direct or proxy 
characteristics for protected classes under  
Title IX.
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 › Develop a firm understanding of community 
values surrounding mental health, self harm, 
and monitoring by creating a dialogue with 
the school community prior to adopting any 
monitoring program. If a monitoring system has 
already been adopted without seeking input 
from students and families, school leaders 

As schools and districts attempt to 
protect students amid the strains 
of the pandemic on student well-
being, education stakeholders should 

remember that privacy protections can enhance 
mental health support programs by encouraging 
students to feel they can safely ask adults for help 
because they know that the information shared will 
remain confidential. Before adopting monitoring 
technology, schools and districts should understand 
key facts about how the technology works, how its 
implementation may impact students with mental 
health needs or disabilities, and how to prioritize 
student privacy within their programs. 

To foster a healthy school environment that strives 
to ensure students’ mental well-being, schools 
must ensure that students and their communities 
support using monitoring systems for this purpose 
and are aware of how the program affects them 
and their associated rights. To create self-harm 
monitoring programs with those protections, 
schools and districts can take the following steps:

Recommendations for School Districts:  
How to Reduce Risks, Ensure Equity, and Protect Student 

Privacy when Implementing Self-Harm Monitoring Programs

Education stakeholders should remember 
that privacy protections can enhance 
mental health support programs by 

encouraging students to feel they can 
safely ask adults for help because they 

know that the information shared  
will remain confidential....
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incorporating the Principles for School Safety, 
Privacy, and Equity into their safety policies. 
Written by 40 education, privacy, disability 
rights, and civil rights organizations, these ten 
principles are designed to protect students’ 
privacy, dignity, and right to an equal education. 
Several of the principles directly address 
issues relevant to mental health needs, such 
as the need to focus on prevention; to use 
monitoring programs that encourage evidence-
based rather than knee-jerk responses; to use 
programs that include appropriate privacy 
protections; to provide mental health and 
behavioral services; and to avoid discriminatory 
practices and unnecessary involvement of  
law enforcement. 

Before implementing self-harm monitoring 
programs, school district leaders need to consider 
many privacy, equity, and practical concerns. 
The extent to which such technology can filter 
and monitor students’ online lives raises critical 
questions about students’ rights to privacy and 
how much schools should access students’ 
personal information. Scanning and monitoring 
all website activity, documents, searches, social 
media, emails, and online chats can make students 
feel excessively surveilled by their school, while 
inappropriately sharing and responding to student 
information collected from self-harm monitoring 
can put students’ well-being at risk. Individual 
districts and states can and should set their own 
policies of whether and how to monitor students. 
However, privacy guardrails must be drawn so 
students and families can be reassured that their 
rights will be protected. It is imperative that school 
districts approach any self-harm monitoring system 
holistically, taking into account the totality of harms 
that could arise from hastily adopting technology 
without well-developed implementation policies 
and the necessary accompanying school-based 
mental health resources. 

should begin to convene regular opportunities 
for student and family feedback on the district’s 
monitoring policies, solicit community input on 
a regular basis as they periodically review the 
monitoring policy, and incorporate this input in 
periodic updates to the policy. If students and 
families are not aware of how and why they are 
being monitored, self-harm monitoring will feel 
like an administrative overstep and breach of 
trust. Students and families will be most affected 
by any self-harm monitoring program and 
should accordingly be centered and involved 
in developing their school district’s monitoring 
plans and processes. Efforts to include the 
school community will help build trust, support, 
and transparency. This will ultimately increase 
student well-being and safety.

 › Create trust among students and families 
by providing transparency about monitoring 
programs and practices. When considering 
online monitoring programs, schools should 
clearly define and communicate which 
information and activities the programs will 
track and why, who will have access to the 
information collected, how that information will 
be used, and how long it will be stored. 

 › School and district leaders should ensure that 
all school personnel understand student data 
privacy as a fundamental right, including in 
the context of self-harm monitoring programs. 
Districts should ensure that all educators know 
the requirements of FERPA, particularly its rules 
on sharing student information in health or 
safety emergencies. 

 › To fully protect student privacy, schools 
should do more than simply comply with 
the law; they should also establish careful 
privacy protocols and practices to build trust 
with their stakeholders and communities. In 
particular, districts and schools should consider 
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APPENDICES

chats, collaborative documents, and social 
media. What content does the technology 
access? Is this content necessary, appropriate, 
and useful for the school to scan? Is content 
scanned 24-7, or is it only scanned during 
school hours? Is content only scanned on 
school devices, or also on personal devices 
if students are logged into their school 
accounts at home? 

 › How long does the vendor and the school 
retain the data? Schools should know whether 
vendors delete students’ data immediately 
after an incident is acknowledged, annually, 
after students graduate, or at a specified point 
thereafter. Sometimes, self-harm monitoring 
companies want to use the data to improve 
their algorithms. However, schools should 
ask and know how long the information 
remains identifiable and traceable to students. 
Similarly, school districts should develop 
retention and deletion schedules for the 
student information they receive through 
self-harm monitoring and plan to delete 
information on a regular basis.

 › If a system uses keywords and categories 
to provide alerts, are they appropriate 
and useful for the purpose of self-harm 
monitoring? It is important to consider whether 
the software’s goals align with those of the 
school and community. If vendors extend their 
keywords to include terms related to sexual 
orientation or gender identity, for example, 
what is their reason for doing so? How is this 
flag relevant for detecting risks of self harm? 
Flagging such keywords can accidentally 
expose a student who is not ready or safe to 
disclose such information, without serving the 
goal of monitoring for mental health crises. 
Furthermore, will the software send an alert if 
a student simply posts a word such as “sad” 
or uses profanity? Schools should remember 

If school and district leaders are considering 
adopting self-harm monitoring software, we 
recommend they ask the software vendors the 
following key questions:
 › Can the vendor demonstrate the efficacy of 

its product? Vendors of self-harm monitoring 
systems claim that their programs can prevent 
children from harming themselves.145 What is 
the rate of false positives? What independent 
evaluations have they employed? What is the 
science and research behind their product? 
A best practice is for vendors to have their 
products evaluated by a third party to verify 
their claims about what the products can do. 
Otherwise, it will be difficult to know whether 
the product is an appropriate choice to 
help detect student self-harm and a worthy 
investment for schools.

 › How does the monitoring system generate 
and send alerts? Who is alerted? What criteria 
is used to determine when students should 
be flagged? What control does the school 
have over this criteria? Does the monitoring 
company use an automated system to send 
alerts to school officials whenever a student 
has been flagged? Are there personnel in 
the monitoring company that review flagged 
material prior to initiating alerts about the 
student in question? If the software determines 
that someone is an imminent threat, there 
should be an established process for alerting 
the school. Who is designated to receive alert 
notifications? Is it more than one person? What 
are the qualifications for those notified? How 
are escalations handled? Are parents notified? 
Under what, if any, circumstances will law 
enforcement be notified?

 › What content does the monitoring system 
review? Different monitoring systems can 
access and review a variety of materials, 
ranging from web searches to emails but also 

The following appendices provide recommendations and resources for school districts to 
reference as they grapple with the difficult questions surrounding the use of monitoring.

APPENDIX A: 
Key Questions School Districts Should Ask Monitoring 

Vendors Before Adopting a Monitoring Program
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 › How does the monitoring system interpret 
pictures? It is possible that students could 
share posts in the form of a picture or video. 
In these cases, will the system also review 
student content that is not text-based? How 
will the system determine whether the content 
is threatening self-harm? Will students’ 
pictures or videos be shared with personnel at 
the monitoring company if they are flagged? 
Will they be shared with school personnel?

 › Does the monitoring system match students 
with their schools on social media, and if so, 
how? There are several ways that vendors can 
match students to particular school districts. For 
example, they can identify the users who follow 
a school’s social media account and then identify 
the friends of those users. Another method 
is geofencing, defined as a virtual boundary 
around a real-life geographical area. Applied 
to self-harm monitoring, geofencing allows 
vendors to know which students attend certain 
schools by identifying active accounts on school 
grounds. For both these methods, schools 
should understand whether and how the vendor 
gathers information from private accounts and 
clearly communicate these practices to students 
and families. Before engaging with vendors that 
track student social media or use geofencing, 
schools should determine whether their 
community is comfortable with these forms of 
self-harm monitoring.

 › When, if ever, does the vendor turn over 
data to law enforcement? Special provisions 
under FERPA limit which sort of information 
schools can forward to law enforcement and 
under what circumstances. For example, under 
FERPA, an education vendor may share FERPA-
protected data with law enforcement in order 
to comply with a subpoena or court order, but 
the school must first make reasonable efforts 
to notify the parent prior to sharing the data. 
School districts should read vendors’ terms of 
service closely to ensure that vendors do not 
have the authority to independently mark a 
situation as an emergency and turn monitoring 
information over to law enforcement without 
school involvement. 

that their goal is to keep students safe from 
self-harm and should refrain from tracking and 
flagging sensitive topics that have nothing to do 
with children’s safety and mental health.

 › How does the monitoring system recognize 
context? Monitoring systems cannot 
understand all the context and slang of 
different age groups from various communities 
across the nation. How will a system know 
whether a word is part of a song lyric or 
whether students are simply joking? Does the 
system process and rule out irrelevant flags, 
or are all flags forwarded to the school for 
evaluation? Does the school have the ability 
to adjust the alerts, for example alerting on 
self harm, but not profanity? Since these 
alerts could trigger serious consequences, it 
is important that vendors broadly examine the 
context of a post rather than simply flagging 
keywords. Likewise, schools should take 
into account and examine these processes 
when deciding whether to adopt a monitoring 
system and selecting a vendor.

 › How does the vendor process student 
content in non-English languages? In many 
communities across the nation, some students 
and families are not fluent English speakers, 
may speak English as a second language, or 
speak multiple languages. It is impossible for 
vendors to have accurate translation software 
for all languages. In these cases, vendors must 
refrain from flagging content in non-English 
languages if the vendors and schools do not 
have personnel who are professionally fluent 
in those languages and can accurately assess 
whether the content represents a risk. This 
practice ensures that monitoring systems do 
not falsely target student content in non-English 
languages as a result of mistranslations and 
do not needlessly subject such students to the 
potential risks and harms associated with being 
flagged. Schools and vendors must ensure 
the trust and safety of the entire community 
by ensuring the monitoring system does not 
unfairly target students simply for speaking 
other languages.
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Before adopting any monitoring technology, school officials and policymakers should ensure they have a 
thoughtful policies surrounding the use of this technology that prevents unintended privacy violations, centers 
equity for all students, and clearly regulates the follow-up practices when students are flagged by the software. 
School officials should ensure their monitoring plan and associated mental health policies:

 ✔ are based on tools and methods that have been independently validated and endorsed by mental health 
researchers and professionals, based on robust peer-reviewed and published medical evidence.

 ✔ are based on a needs assessment that defines specific, clear goals for adopting a monitoring system and 
establishes the need that the monitoring system will fulfill.

 ✔ are developed within the framework of existing school-based mental health resources and professionals 
(school psychologists, counselors, and social workers) that are able to provide support to any students who 
may be identified.  

 ✔ have been transparently developed in consultation with experts and community stakeholders, particularly 
families, students, and teachers.

 ✔ have clear policies on which data are collected, who has access to them, how they will be used, and when 
they will be destroyed.

 ✔ have clear policies on how to act upon data collected via student monitoring.
 ✔ have clear policies on how school staff will review student information flagged by monitoring and who 
determines whether a flag is indicative of a true risk of self harm.

 ✔ have clear follow-up policies on how school staff will respond to monitoring flags that they do deem 
indicative of a true risk of self harm and how they will respond to flagged information that they determine  
is innocuous.

 ✔ have clear policies on sharing data, particularly limitations on sharing with school resource officers, law 
enforcement, and administration beyond the school level.

 ✔ make all of the policies easily available and accessible to students and parents in the Student Handbook/
Code of Conduct and on the school website, and available in multiple languages.

 ✔ are transparent and understandable to school staff, families, and students.
 ✔ include a robust training program for school officials responsible for handling sensitive student data.
 ✔ have policies, including clear consequences, for individuals who violate data protection and sharing protocols.
 ✔ do not stigmatize or reinforce biases against any groups of students based on race, religion, gender, 
disability status, sexual orientation, or other legally protected characteristics.

 ✔ provide opportunities for recourse for students identified as a threat or at risk of  
self-harm, including access to the information used to identify them and an opportunity to dispute findings.

 ✔ are compliant with all federal and state laws and protections, including FERPA, the ADA, Section 504, Title 
VI, and Title IX.

 ✔ are reviewed regularly to verify that it protects student safety and to ensure that unnecessary surveillance  
is discontinued.

 ✔ are reviewed prior to adoption and periodically after adoption to audit for civil rights and privacy  
rights compliance.

APPENDIX B:  
Checklist for School Districts Developing  

Monitoring Plans and Policies
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Future of Privacy (FPF) Resources:

 › School Safety & Privacy: An Animated Introduction. 
This short video explores some technologies that schools use or are considering, privacy harms that 
can result from surveillance, and basic steps to help districts safeguard students’ privacy.

 › Principles for School Safety, Privacy, and Equity. 
Written by 40 education, privacy, disability rights, and civil rights organizations, these principals are 
designed to protect students’ privacy, dignity, and right to an equal education.

 › Ensuring School Safety While Also Protecting Privacy. 
This blog post highlights key recommendations from FPF’s testimony before the Federal Commission 
on Student Safety.

 › Reopening Schools Issue Brief: Online Monitoring & COVID-19. 
This brief covers the issues surrounding online monitoring during the COVID-19 pandemic.

 › Student Privacy and Special Education: An Educator’s Guide During and After COVID-19.  
Co-written by FPF and the National Center for Learning Disabilities, this report serves as a guide for 
educators in navigating the legal and ethical best practices for students both during the COVID-19 
pandemic and beyond. 

 › The Privacy Expert’s Guide to Artificial Intelligence and Machine Learning. 
This report is an introductory guide to understanding the basics of artificial intelligence and machine 
learning as they relate to privacy.

 › Surveillance Won’t Save Our Kids, Humane Public Policy Can. 
This blog outlines arguments against surveillance in schools, followed by alternative policy 
approaches.

 › A Closer Look: Network Monitoring. 
This brief covers the issue of network monitoring in schools, supplemented by both FPF and  
external resources.

 › School Safety Measures Must Have Evidence, Be Specific, & Have Privacy  
and Equity Guardrails. 
This brief discusses the balance between managing school safety and student privacy in schools in a 
way that minimizes student harm.

 › The Student Privacy Communications Toolkit provides resources for school districts developing  
their student privacy approaches.

APPENDIX C: 
Other Resources for Schools  

Developing Policies on Monitoring

School districts and education leaders may find the following resources helpful as they consider 
adopting a monitoring system and work to develop well-crafted, rigorous privacy and equity 

protections as part of a comprehensive implementation plan.

https://ferpasherpa.org/schoolsafetyvideo/
https://ferpasherpa.org/schoolsafetyvideo/
https://ferpasherpa.org/schoolsafety1/
https://studentprivacycompass.org/reopening-5/
https://studentprivacycompass.org/resource/student-privacy-and-special-education/
https://fpf.org/wp-content/uploads/2018/10/FPF_Artificial-Intelligence_Digital.pdf
https://studentprivacycompass.org/surveillance-wont-save-our-kids-humane-public-policy-can/
https://studentprivacycompass.org/closerlook1/
https://studentprivacycompass.org/hsgacletter/
https://studentprivacycompass.org/hsgacletter/
https://studentprivacycompass.org/resource/student-privacy-communications-toolkit-for-schools-districts/
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Other Resources:

 › School Surveillance: The Consequences for Equity and Privacy. 
This publication by the National Association of State Boards of Education recommends key privacy 
principles in the context of surveillance technologies, including minimization, proportionality, 
transparency, openness, empowerment, equity, and training.

 › BluePrints for Healthy Youth Development. 
Provides a comprehensive registry of scientifically proven and scalable evidence-based interventions 
to promote youth development and health, including mental health. School and education leaders can 
refer to the BluePrints program search to find evidence-based and independently validated strategies 
for preventing student self-harm and improving student mental health.

 › Children and the Internet: Laws Relating to Filtering, Blocking and Usage Policies  
in Schools and Libraries. 
This resource by the National Conference of State Legislatures gives a description of all the state laws 
that govern children’s use of the Internet.

 › Fencing Out Knowledge. 
This report by the American Library Association details findings that schools and libraries nationwide  
are filtering out more of the Internet than what is necessary by law.

 › Student Surveillance, Racial Inequalities, and Implicit Racial Bias. 
This journal article by Jason P. Nance discusses the implications of student surveillance on 
perpetuating racial inequalities in schools.

 › Mixed Messages? The Limits of Automated Social Media Content Analysis. 
This report by the Center for Democracy and Technology discusses the limitations of social media 
analysis, with recommendations for policymakers on how to govern the use of 
these tools.

 › Under Digital Surveillance: How American Schools Spy on Millions of Kids. 
This piece by The Guardian unpacks the prevalence of surveillance in schools and how this could 
negatively impact students’ success.

 › Schools Are Deploying Massive Digital Surveillance Systems. The Results Are Alarming. 
This piece in Education Week discusses the use and potential avenues for abuse of surveillance 
systems in schools.

 › Student Privacy in Massachusetts K-12 Schools. 
This report by the ACLU of Massachusetts outlines best practices and recommendations for 
Massachusetts public schools to balance technology use with student privacy.

 › Smart Investments for Safer Schools. 
This piece by the Center for American Progress outlines previous responses to bolster school safety 
and how certain initiatives, while well intentioned, are not always in the best interest 
of students.

 › SAMHSA’s Evidence-Based Practices Resource Center. 
The Substance Abuse and Mental Health Services Administration provides resources that schools 
may use to seek evidence-based strategies to address student mental health issues. 

https://files.eric.ed.gov/fulltext/ED582102.pdf
https://www.blueprintsprograms.org/program-search/
https://futureofprivacy.us6.list-manage.com/track/click?u=29435880652ecea8d5a25d45e&id=b0a6efeebc&e=db5fcf26c7
https://futureofprivacy.us6.list-manage.com/track/click?u=29435880652ecea8d5a25d45e&id=b0a6efeebc&e=db5fcf26c7
https://futureofprivacy.us6.list-manage.com/track/click?u=29435880652ecea8d5a25d45e&id=83e7cda605&e=db5fcf26c7
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2830885
https://cdt.org/files/2017/11/Mixed-Messages-Paper.pdf
https://www.theguardian.com/world/2019/oct/22/school-student-surveillance-bark-gaggle
https://www.edweek.org/ew/articles/2019/05/30/schools-are-deploying-massive-digital-surveillance-systems.html
https://www.aclum.org/sites/default/files/wp-content/uploads/2015/10/back_to_the_drawing_board_report_large_file_size.pdf
https://www.americanprogress.org/issues/education-k-12/reports/2018/12/19/464445/smart-investments-safer-schools/
https://www.samhsa.gov/resource-search/ebp?rc%5B0%5D=populations%3A20155
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 › Mixed Messages? The Limits of Automated Social Media Content Analysis. 
To understand the practical limitations of social media monitoring technology, schools and districts 
can consult the Center for Democracy & Technology report, which comprehensively examines the 
limitations of social media content analysis, lists questions to help organizations evaluate tools, and 
offers recommendations. 

 › Healthy People 2020 Data. 
Having an adult that a youth or child can talk to is part of Healthy People 2020, which outlines the U.S. 
government’s national health goals. 

 › Best Practices for Serving LGBTQ Students. 
This report and toolkit by Learning for Justice provides best practices for educators to ensure 
that school policies support the mental health and well-being of LGBTQ students, and provides 
recommendations school leaders can follow to ensure use of a monitoring system does not 
inadvertently expose LGBTQ students to harm. Ensuring an inclusive and safe school climate for 
LGBTQ students helps reduce and prevent mental health challenges for this vulnerable group of 
students without relying on invasive monitoring. 

 › Developing Policy to Prevent Youth Suicide. 
This policy brief by the National Association of State Boards of Education provides guidance for 
education leaders developing model student suicide prevention policies.

 › Student Activity Monitoring Software: Research Insights and Recommendations. 
The Center of Democracy & Technology (CDT) performed a survey of teachers, parents, and students 
about their experiences with, and attitudes toward, monitoring software.

 › Online and Observed: Student Privacy Implications of School-Issued Devices and Student Activity 
Monitoring Software. 
CDT interviewed nine individuals from five local education agencies about how schools could address 
privacy concerns arising from the use of monitoring software.

https://cdt.org/files/2017/11/Mixed-Messages-Paper.pdf
https://www.learningforjustice.org/magazine/publications/best-practices-for-serving-lgbtq-students
https://nasbe.nyc3.digitaloceanspaces.com/2020/04/Blanco_Suicide-Prevention_Final.pdf
https://cdt.org/insights/student-activity-monitoring-software-research-insights-and-recommendations/
https://cdt.org/insights/report-online-and-observed-student-privacy-implications-of-school-issued-devices-and-student-activity-monitoring-software/
https://cdt.org/insights/report-online-and-observed-student-privacy-implications-of-school-issued-devices-and-student-activity-monitoring-software/
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